
THE RKTOOLBOX AND BLOCK RATIONAL ARNOLDI ALGORITHM
STEVEN.ELSWORTH@MANCHESTER.AC.UK AND STEFAN.GUETTEL@MANCHESTER.AC.UK

RKTOOLBOX
The Rational Krylov Toolbox (RKToolbox) is a collection of sci-
entific computing tools based on rational Krylov techniques
and it is freely available at http://rktoolbox.org. The
toolbox provides many methods including:

1. An implementation of Ruhe’s (block) rational Krylov se-
quence method allowing the user to control various op-
tions, including non-standard inner product, exploita-
tion of complex-conjugate shifts, orthogonalisation, re-
running and parallelism [4].

2. Algorithms for implicit and explicit relocation of the
poles of a rational Krylov space [3].

3. An implementation of RKFIT algorithm for rational
least approximation [5].

4. The RKFUN class [5], allowing for numerical computa-
tions with rational functions.
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THE RATIONAL KRYLOV ALGORITHM

Consider a square matrixA ∈ CN×N , a starting vector b ∈ CN ,
an integer m > 0, and a nonzero polynomial qm ∈ Pm with
roots disjoint from the spectrum ofA, we define the associated
rational Krylov space of order m+ 1 as

Qm+1 = Qm+1(A, b, qm) := qm(A)−1Km+1(A, b),

where Km+1 = Km+1(A, b) := span{b, Ab, . . . , Amb} is a poly-
nomial Krylov space. There exists an integer M ≤ N , called the
invariance index for (A, b), such that K1 ⊂ K2 ⊂ · · · ⊂ KM−1 ⊂
KM = KM+1.
Now the rational Krylov method by Ruhe [7] computes an
orthonormal basis Vm+1 of Qm+1 which satisfies the rational
Arnoldi decomposition

AVm+1Km = Vm+1Hm.

There are many applications for rational Arnoldi decomposi-
tions such as approximating some of A’s eigenvalues, matrix
function approximation, rational quadrature, model order re-
duction, nonlinear eigenproblems, and rational least squares
fitting.

POLE RELOCATION
There is a direct link between the chosen starting vector b and
the poles ξj of our rational Krylov space Qm+1. A change in
poles ξj to ξ̂j can be interpreted as a change in starting vector
from b to b̂. Algorithms for moving the poles are provided
in the toolbox under the function names move_poles_expl
and move_poles_impl.

RKFIT
RKFIT is an iterative Krylov-based algorithm for nonlinear ra-
tional approximation. Let {F [j]}`j=1 be a family of N ×N ma-
trices, letB be anN×n block of vectors andA be anN×N ma-
trix, the algorithm finds a family of rational functions {r[j]}`j=1

of type (m + k,m), all sharing a common denominator qm,
such that the relative misfit

misfit =

√√√√∑`
j=1 ‖F [j]B − r[j](A)B‖2F∑`

j=1 ‖F [j]B‖
→ min

is minimal. The algorithm takes an initial guess for qm and
iteratively tries to improve it by relocating the poles.
This implementation also includes an automated degree re-
duction and non-diagonal rational approximants are sup-
ported as well. The output of RKFIT is an RKFUN object.

RKFUN
The rkfun class is a data type to represent and work with
rational functions. A rational function

r = pm+k/qm

is of type (m+k,m), and such a function can be represented by
the matrix pencil (Hd,Kd), satisfying AVdKd = Vd+1Hd with
d := max(m,m+k). With the coefficients c = Vd+1Fb/‖b‖2, we
can now perform calculations with the RKFUN representation

r ≡ (Hd,Kd, c).

The RKFUN gallery contains many predefined rational func-
tions, or one create them from strings using MATLAB’s sym-
bolic interpreter. There are over 20 methods implemented for
rkfun data type. Most of these methods support MATLAB’s
Variable Precision Arithmetic (VPA) or the Advanpix Multi-
ple Precision toolbox (MP).

BLOCK RATIONAL ARNOLDI

Consider a square matrix A ∈ CN×N , a linearly independent
set {b1, . . . , bs} of starting vectors which form the columns of
a block vector b ∈ CN×s(of full rank), and an integer m such
thatms < N , then the block Krylov space of orderm+1 is defined
as

B�m+1(A,b, qm) := qm(A)−1 blockspan{b, Ab, . . . , Amb}.

The notation used here is not the span of the block vectors, it
is the block span. This can be simply written as

B�m+1(A,b, qm) = qm(A)−1

{
m∑

k=0

AkbCk : Ck ∈ Cs×s

}
.

We could also consider span{b, . . . , Amb} which leads to
global Arnoldi methods. The block rational Arnoldi algo-
rithm computes an orthonormal basis Vm+1, which satisfies
the block rational Arnoldi decomposition (BRAD)

AVm+1Km = Vm+1Hm.

Block rational Arnoldi algorithm without deflation

input : A ∈ CN×N , b ∈ CN×s of full rank, poles
{ξ}mj=1 ⊂ C \ Λ(A).

output: Decomposition AVm+1Km = Vm+1Hm.

1 For every j = 1, . . . ,m, take any (νj , µj , ρj , ηj) ∈ C4

such that µj/νj = ξj and ρjµj 6= ηjυj .
2 Compute the QR decomposition v1R := b.
3 for j = 1, . . . ,m do
4 Choose a continuation block vector tj ∈ Cjs×s.
5 Compute w := (νjA− µjI)−1(ρjA− ηjI)Vjtj .
6 Project cj := V∗

jw.
7 Compute w := w −Vjcj orthogonal to v1, . . . ,vj .
8 Compute the QR decomposition vj+1Cj,j+1 := w.
9 Set kj := νjcj − ρjtj and hj := µjcj − ηjtj , where

tj = [tTj O]T and cj = [cTj , C
T
j+1]T .

Some applications of block rational Arnoldi methods are solv-
ing linear systems with multiple right-hand sides, model or-
der reduction [1], multiport RLC networks and continuous-
time algebraic Ricatti equations.

DEFLATION
Under certain circumstances, possible linear dependence may
occur, the removal of these columns before adding to the
space is known as deflation. Many papers either neglect this
or make a full rank assumption. Care has to be taken with
choosing the block continuation vector to avoid premature
breakdown of the algorithm. Exact deflation is rare in finite
arithmetic so a tolerance must be used. Failure to detect de-
flation results in the loss of orthogonality or the introduction
of vectors which do not span the desired space. Deflation can
be detected by either the rank revealing QR or Singular Value
Decomposition (SVD).
Deflation leads to an alternative decomposition where the ele-
ments of the block matrices are no longer square. Depending
on the choice of decomposition, this leads to either an addi-
tional error term or changing column sizes.

EXAMPLE
Consider a linear time-invariant (LTI) multi-input and multi-
output (MIMO) system described by the state-space equations{

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t),

such that A ∈ Rn×n is large and sparse, B,CT ∈ Rn×p are tall
and skinny, x(t) ∈ Rn denotes the state vector and u(t), y(t) ∈
Rp are the input and output vectors respectively. We can use
block rational Arnoldi method for model order reduction [1].
Applying the block rational Arnoldi algorithm to the CD-
player matrix using the adaptive shifts defined in [1] proves
to be quite effective, as shown in the following figure.

100 101 102 103 104
10-6

10-4

10-2

100

102

104

106

Initial
Iteration 1
Iteration 2
Iteration 3
Iteration 4

The black crosses indicate the location of the pole for the next
iteration chosen using an adaptive selection technique. After
an iteration of the block rational Arnoldi algorithm, the error
is reduced around that pole. The adaptive selection places a
pole around the point of largest error.


