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Context and Notation
L, is the first order language with

e Constant symbols a,, n € N* ={1,2,3,...}

e Predicate (i.e. unary relation) symbols Ry, Rs, ..., R,.

SL,, QFSL, denote the sentences and quantifier free sentences of L,.
Let M be a structure for L, with universe the interpretations of the a, (also denoted

ay).

Question: Given an agent A inhabiting M and 0 € SL, what probability
w(0) should A rationally, or logically, assign to 67

Very Important Condition here: A knows nothing about M, s/he has no partic-
ular interpretation in mind for the constants and predicates.

More precisely:

Question: Given an agent A inhabiting M, rationally or logically, what
probability function w should A adopt?

Here w : SL, — [0,1] is a probability function on L, if for all 8, ¢, Jx () € SL,

(P1) EF60 = w(d) =1.
(P2) 0F —¢p = w(@Veo)=w(b)+ w(p).
(P3) w3z () = lim, s w(¥(ar) V(az) V...V Y(ay)).



Proposition 1 Let w be a probability function on SL. Then for 6,¢ € SL,
(a) w(=0)=1—w(0).
(b) E-0 = w(d) =0.
(c) 0F¢ = wd) <w(e).
(d) 0=¢ = w(l)=w(s).
(e) w0V ¢)=w(l)+w(@)—w(dAe)

—~ 7 N

For ¢ € SL, the corresponding conditional probability function w(—|¢) is a proba-
bility function such that for 6 € SL,,

w(f A @)

w(®]9) - w(g) = w@Ng), e wld]6) ==

if w(g) > 0.

Specifying Probability Functions

Gaifman’s Theorem 2 Suppose that w : QFSL, — [0, 1] satisfies (P1) and (P2)
for 0,90 € QFSL,. Then w has a unique extension to a probability function on L,
satisfying (P1),(P2),(P3) for any 0, ¢,3xy(x) € SL,.

Example

Let o, ..., g4, the atoms of L,, denote the 2¢ formulae of the form
R (z) ARG (x) A ... AR ()
where the ¢; € {0,1} and R! = R, R® = —R.

Let
249
EE ]D)Qq = {($1,l’2,...,.§(32q> |.§L’Z Z 0, Zl’l = 1}
i=1
Define wz on (instantiations) of atoms by
wg(Oéj(CLi)) = Cj, j = 1, 2, e 2q7

Extend wg to state descriptions, that is conjunctions of atoms, by setting, for by, bs, ..., b,
distinct elements of {ay |k € NT},

'LUg(Oéhl (bl) A Ozhz(bg) VAN Oéhn(bn))

wz(an, (b1)) X wa(an, (b)) X ... X waz(ap, (bn)))
= Cpy X Cphy X ... X Cp,

= Hchj.
j=1
By the Disjunctive Normal Form Theorem, for 8(by, b, ..., b,) € QFSL,

O(b1,ba, .. b)) =\ N\ any, (02)

k=11i=1



for some h;y.

Set

we(O(by, ..., b,) = wg<\/ /\ahik(bi))

By Gaifman’s Theorem w; extends to a probability function on L.

Rational Principles
Sources:

e Symmetry

e Irrelevance

e Relevance

e Analogy

The Constant Exchangeability Principle Ex

For 6(ay,as, ..., a,) € SL, and (distinct) a;,, a;,, ..., a;,

w(@(al, ag, ..., an)) = w(e(ailﬁ Qjgy v vy ain))'

The wg satisty Ex.

de Finetti’s Representation Theorem 3 A probability function w on the lan-
quage L, satisfies Ex just if it is a mizture of the we.

More precisely, just if

w = /wfdu(f)

where 1 1s a normalized countably additive measure on the Borel subsets of

Doq = {(z1, 29, ..., 22) |0 < 1,9, ..., Toa, Zx, =1}
i



Theorem 4 FEx implies the:

Principle of Instantial Relevance, PIR:
For 6(ay,as, ..., a,) € SL,,

w(ai(anr2) | @i(aner) A O(ar,as, ... a,)) > wle(ansr) |0(ar, ag,. .. a,)). (1)

Proof Let the probability function w on L satisfy Ex.
Without loss of generality let «;(z) = aq(x) and, for simplicity,

O(ay,...,a, VAatha,

k=11=1

Then for u the de Finetti prior for w,

w(@(al,...,an)):/ﬂmzq wiOay, . an /D S~ [ v () = A sy,

29 k=1 i=1

w(ag(aner) N(ay, ..., a,)) :/D xlznxhik du(7)

k=1 i1=1

w(o(ans2) A ar(ansr) Ab(ay, ..., a,)) = /D 77 Z H T, du(Z)

k=1 i=1

and (1) amounts to

(/D xlzﬂwh du(f>>2 <

k=1 i=1

</D i ﬁxhik du@)) - (/2q 77 i nl wn,, dp(Z ) 2)

29 k=1 i=1 k=11

If A =0 then this clearly holds, so assume that A # 0.

Then multiplying out

OS/ (xlA—/ 1 med,u ) medﬂf (3)
D2q DQQ

and dividing by A? gives (2), and the result follows. [

The Extended Principle of Instantial Relevance, EPIR
For O(ay, as, ..., an), p(ans1) € SLy,

W(P(ant2) | Plans1) AN b(ar,as,. .. a,)) > w(d(ant1) | 0(ar, ag, ..., a,)).

Principle of Predicate Exchangeability, Px

For ¢(Ry, Rs, ..., Ry) € SL,, where we explicitly display the predicate symbols occur-
ring in ¢, and (distinct) 1 < iy,i9,. .., 0, < q,

w(¢(R1, Ry, ..., RM)) = w(¢(Ri1> Ri2> R Rim))'



The wz do not satisfy Px in general.

Unary Language Invariance, ULi

A probability function w on L, satisfies Unary Language Invariance if there is a family
of probability functions w”, one on each language L, for r € NT, such that w = w?,
each member of this family satisfies Px and whenever p <r then w"[SL, = w”.

Principles of Analogy

Counterpart Principle, CP

For any 0 € SL,, it § € SL, is obtained by replacing some of the predicate and
constant symbols appearing in 6 by (distinct) new ones not occurring in 6 and ¢ € SL,
only mentions constant and predicate symbols common to both 6 and 6" then

w00 AY) = w(@]).
CP is analogical support by structural similarity

Theorem 5 Let the probability function w on L, satisfy ULi. Then w satisfies the
Counterpart Principle, CP.

Proof We may assume that w(1)) > 0.
Let the ULi family consist of w” on L, for r € N*.
Then

o)
wo = w,
r=1

is a probability function on the infinite (unary) language Lo, = {Ri, Rs, Rs,...}
extending w and satisfying Ex and Px.

Let 0,0',1 be as in the statement of CP.

We may assume that all the constant and predicate symbols appearing in 6 which are
common to ¢ are amongst ay, as, ..., a,, Ry, Ry, ..., Ry, and that the replacements
are ap4 F+ Qi for i =1,... kand Ry — Rypjqe for j=1,..., 1.

Suppressing these common constant and predicate symbols we can write

0= e(an-i-la An+2; - - -5 Antks Rg+1> Rg+2> R Rg+t)>
/I
0" = 9(@n+k+1, Ant k425 - - - Ant-2k;, Rg+t+17 Rg+t+27 R Rg+2t)-
Let
01 = H(an+ik+17 Antik+2 + + + 5 Ang(i4+1)k> Rg+it+17 Rg+it+27 Sy Rg+(i+1)t> € Sl
SO 91 = 9, 92 =40

Define 7: QFSLy — SL. by



T(Ri(ai)) = 05, 7(=¢) = =7(d), (¢ An) =7(¢) AT(n), ete.

Define v : QFSL, — [0,1] by

V() = weo(T(9) [ ¥).

Since wy, satisfies (P1-2) (on SLs) so does v (on QFSLy).

Since wy, satisfies Ex + Px, for ¢ € QFSLy, permuting the 6; in w(7(¢)|) will
leave this value unchanged so permuting the a; in ¢ will leave v(¢) unchanged. i.e. v
satisfies Ex.

By Gaifman’s Theorem v has an extension to a probability function on L, which still
satisfies Ex.

Hence v satisfies PIR by Theorem 4, so

v(Bi(a1) | Ri(az)) = v(Ry(ar)).
But since 7(Ry(a1)) = 6, 7(Ry1(ag)) = ¢ this gives

Weo (0] 0" AN 1p) > woo(0] )

and

w(f 6" Ap) = w(f]1))

With the above notation we can also show that

n n

m k
Wit | NOGA N —0) = wloia] NOA N\ —0))
=1

j=m41 i=1 j=k+1
whenever m > k.

Theorem 6 Let the probability function w on L, satisfy ULi and let
0 = (a3, ds, d, Ry, R, Rs)
0 = 0(di, dy, d1, Ry, Ra, Ry)
0" = 0(ai, a3, as, Ry, Rs, R)
and ¥ = (ay, R:) where the a;, R} are all disjoint. Then
w@6 Ap) > w@]60" Aip).

A Failed Attempt

For atoms o;(z) = A?_, Re (), oj(z) = AL_, Ro"(z), where the €,,4, € {0,1} and
R'= R, R =R,

|cvi —Oéj|

q
> len =6l
n=1

= the number of conjuncts R,, on which «;, o; differ.



Principle of Analogical Support by Distance:
If 6(ay,...,a,) € QFSL, and

la; — o] < |ay — ag

then

w(i(ansa) | aj(ansr) N(ar, ... a,)) > w(oi(ansa) | ag(anss) AB(aq, ...

Unfortunately the only solutions, even for ¢ = 2, are hardly ‘rational’.



