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Abstract 
This work presents a simple two-phase flow model to analyse a series of axisymmetric granular column collapse tests con-
ducted under elevated gravitational accelerations. These columns were prepared with a just-saturated condition, where the 
granular pores were filled with a Newtonian fluid up to the column’s free surface. In this configuration, unlike the fully sub-
merged case, air-water-grain contact angles may be important to flow dynamics. The interaction between a Newtonian fluid 
phase and a monodispersed inertial particle phase was captured by an inter-phase interaction term that considers the drag 
between the two phases as a function of the particle phase porosity. While this experimental setup has broad applications in 
understanding various industrial processes and natural phenomena, the focus of this study is on its relevance to predicting 
the motion of debris flows. Debris flows are challenging to model due to their temporally evolving composition, which can 
lead to the development of complex numerical models that become intractable. The developed numerical scheme in this 
study reasonably reproduces the particle-size and gravitational acceleration dependencies observed within the experimen-
tal runout and basal fluid pressure dissipation data. However, discrepancies between the model and physical experiments 
primarily arise from the assumption of modelling the granular phase as a continuum, which becomes less appropriate as 
particle size increases.
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1 Introduction

Granular-fluid flows have emerged as a prominent area of 
scientific inquiry, owing to their extensive prevalence in both 
industrial and natural contexts [1]. In this current study, our 
research focuses on a subset of natural granular mass move-
ments that fall under the classification of gravity-driven 
landslides [2]. Notably, we direct our attention towards one 
specific type known as debris flows, which pose signifi-
cant threats to communities and infrastructure situated in 

mountainous regions worldwide [3]. Particularly in devel-
oping countries, population exposure to such hazards is on 
the rise [4]. Despite past scientific attention, the increasing 
frequency and intensity of flow triggering events, such as 
periods of high rainfall intensity [e.g. 5, 6], melting of gla-
ciers and permafrost [e.g. 7, 8] and, production of wildfires 
[e.g. 9, 10], occurring near urban areas, make it imperative 
to gain a deeper understanding of the underlying mechanics 
governing debris flow behaviour.

Numerical modelling plays a vital role in the prediction 
and formulation of effective mitigation strategies for debris 
flows. The complex nature of debris flows, with compara-
tively high fluid volume fractions [11] and wide particle 
size distributions [12], presents challenges not present in 
other gravity-driven mass movements. As a result, both the 
fluid and solid phases, as well as their inter-phase interac-
tion, significantly influence macro-scale flow behaviour 
[13]. To develop models that can approximate field-scale 
flow conditions, it is necessary to adopt an idealized flow 
rheology. This simplification enables the formulation of 
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tractable models that can yield valuable insights into debris 
flow dynamics.

Debris flows have most commonly been modelled as a 
single, homogeneous granular-fluid [e.g. 14, 15]. Another 
approach is to treat the fluid and granular material as sepa-
rate continuum phases coupled by a phase interaction term 
[e.g. 13, 16, 17]. To simplify computations, depth averaged 
equations are commonly used to describe the conservation 
relations of the phases and the bulk flow. These equations 
were originally derived under the assumption of a homo-
geneous density profile [18]. However, this approach over-
looks the fact that the solid volume fraction varies spatially 
and temporally, which contributes to the diverse range of 
rheological behaviours observed in mass movement events, 
including the development of excess pore pressures [19]. 
Field observations [e.g. 20, 21] and large-scale testing [e.g. 
22] have well-documented this fact.

More recent models have sought to increase the com-
plexity in which the two phases can be modelled separately. 
Some models [e.g. 23, 24] describe how the interactions 
between the granular and fluid phases alter flow dynamics. 
Iverson and George [24] do this through the generation and 
dissipation of excess pore pressures, while maintaining a 
heterogeneous flow profile by not allowing the two phases 
to separate. Kowalski and McElwaine [25] described each 
phase using separate mass equations but a single momen-
tum equation. Gray and Kokelaar [26] achieved separation 
between two phases in a similar way but focussed on parti-
cle size segregation by considering two granular phases of 
differing particle size instead. Further phase separation has 
been achieved in other models [e.g. 27, 28] by describing 
each phase with its own mass and momentum equation.

While these recent models represent a significant 
improvement over earlier efforts, the diversity of modelling 
strategies discussed demonstrates that there is no consensus 
on the most appropriate way to efficiently model these two-
phase flows, and that different approaches can inform us 
about different aspects of a flow. Additionally, these models 
only account for debris flows with uniform particle sizes. 
However, as stated by Iverson [13], and more recently dem-
onstrated experimentally, many aspects of macro-scale flow 
behaviour, such as flow mobility [29], bed erosion [30], and 
the accumulation and dissipation of excess pore pressures 
[31], are highly dependent on the grain size distribution of 
the flow, particularly the amount of fine, silt, and clay mate-
rial present. Consequently, current numerical methods do 
not allow the micro-scale effects from the inclusion of fine 
granular material to influence macro-scale flow behaviour.

One possible approach to incorporate micro-scale effects 
is to include them in the interphase interaction term so that 
they can impact the pore-scale. In this study, we aim to 
explore the potential of this method by examining the extent 
to which micro-scale effects can be accurately reproduced in 

the macro-scale flow behaviour of a simplified experimental 
flow.

In particular, the unsteady collapse of a granular column 
has been a widely utilised test configuration in the last two 
decades to examine how the column’s initial geometry and 
composition influence its dynamics [e.g. 33, 34, 35, 36, 37]. 
For the case of a dry granular collapse, where many control-
ling parameters exhibit scale-invariance, scaling relation-
ships from laboratory-scale experiments have been linked to 
geophysical granular flows [3]. However, the inclusion of a 
fluid phase within the granular mixture introduces a stress-
dependent grain-fluid interaction [38], causing the force 
ratios in laboratory-scale experiments to deviate from those 
in large-scale geophysical flows [39]. Achieving dynamic 
similarity in the crucial pore pressure control processes of 
the flow can be attained by artificially increasing the effec-
tive gravitational acceleration through centrifugation, as 
demonstrated by Webb et al. [32] in their study of axisym-
metric fluid-saturated granular column collapses.

2  Experimental configuration

Webb et al. [32] performed experiments using the experi-
mental setup illustrated in Fig. 1, which was attached to the 
arm of a geotechnical beam centrifuge. The experiments 
involved the rapid release of a granular-fluid mixture consist-
ing of monodispersed spherical glass beads and a Newtonian 
water-glycerol mixture that was initially confined within a 
partially filled steel cylinder. It is worth noting that, while a 
polydispersed granular composition would have more accu-
rately represented the composition of geophysical flows, the 
chosen simplification offers advantages in terms of analys-
ing and comparing the experimental data. Furthermore, this 
simplification substantially reduces the complexity of the 
numerical model employed in attempts to replicate the col-
lapse behaviour.

The mixture was just-saturated and allowed to spread on 
a horizontal plane under the influence of a prescribed gravi-
tational acceleration g governed by the rotation rate of the 
centrifuge. The radius of the steel cylinder r0 and the ini-
tial height of both the granular and fluid phases hv,0 , where 
v = p, f  corresponds to the particle and fluid phases, respec-
tively, were equal and held constant (i.e. hp,0 = hf ,0 = h0 ). 
This resulted in a column aspect ratio a = h0∕r0 ≈ 0.93 
while the particle size d, gravitational acceleration g, and 
fluid viscosity �f  were varied systematically to explore a 
wide parameter space. �f  was held constant for each test 
conducted at a given g, making the study primarily focused 
on the influence of d and g on collapse dynamics.

The study conducted by Webb et al. [32] recorded the 
entire evolution of each collapse within the measurement 
area using two high-speed cameras. Snapshots at different 
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times t from two recorded collapses are depicted in Fig. 2, 
where the end of the recorded collapse period is denoted 
as tF (see [32] for details). A multi-threshold image analy-
sis scheme was employed to track the average radial posi-
tion of both the fluid and granular fronts throughout each 
collapse. Furthermore, a pressure transducer placed at the 
centre of the steel cylinder below the column allowed the 
authors to record the evolution of the basal fluid pressure 
at this location.

The objective of this study is to develop a numeri-
cal model that can reproduce the d- and g-dependent 

behaviour observed in these granular-fluid mixture col-
lapses. The model’s accuracy will be evaluated by com-
paring predicted time series of runout, velocity, and basal 
fluid pressure with the experimental data. To simplify the 
analysis, all radial experimental quantities discussed will 
be presented as the average of upstream and downstream 
values. This approach is adopted due to the minimal vari-
ation observed in the collapse behaviour between the two 
directions, attributable to the Coriolis accelerations and 
the Eötvös effect commonly encountered in centrifuge 
modelling [40].

Fig. 1  The axisymmetric collapse apparatus used by Webb et al. [32]

Fig. 2  Snapshots of the collapse sequence downstream of centrifuge motion for two columns, both with d = 8 mm, with (a)–(e) g = 9.81 m s−2 
and (f)–(j) g = 137.64 m s−2 from Webb et al. [32]. The averaged radial position of the fluid (red) and particle (white) phase fronts are shown
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3  Modelling

3.1  Depth averaged equations

A schematic representation of the numerical model used to 
replicate the flow dynamics observed in the experiments is 
illustrated in Fig. 3. The model depicts the motion of distinct 
granular and fluid continuum phases with specific densi-
ties �v , where, again, v = p, f  corresponds to the particle 
and fluid phases, respectively, spreading across a horizontal 
plane. The model takes into account the separate influences 
of gravitational and basal drag forces on the behaviour of the 
two phases, while their motion is tightly coupled through a 
phase interaction term.

Like many previous studies on gravity-driven multiphase 
flows [e.g. 25, 27, 28], the current work will simplify the 
system of equations by depth averaging the flow to improve 
computational efficiency. This assumption is based on the 
following premises: (i) for the particle sizes considered, sur-
face tension effects of the fluid can be disregarded [32]; (ii) 
the generation of excess pore pressures is eliminated through 
the exclusion of fine materials from the granular phase [31] 
and the small scale of the modelled flow [38]; and (iii) the 
shallow depth of the flow results in negligible accelerations 
perpendicular to the main direction of motion. The validity 
of the last assumption will be discussed in § 3.4, given the 
initial configuration of the granular-fluid mixture before the 
collapse.

Given the simplicity of the experimental flow, and in the 
interest of computational efficiency, it was deemed reason-
able to model the motion of the flow in an axisymmetric 
coordinates system by only considering one lateral spatial 
dimension r and the vertical spatial dimension z. The nature 
of the experiment being modelled, and the range of particle 
sizes used, allows for the further assumption of an always 
exactly saturated or undersaturated granular phase (i.e. 
hf ≤ hp ). By employing the conversion process outlined in 

Appendix A1, the original unified system of equations pro-
posed by Meng et al. [28] is transformed into a revised set of 
equations. These constitute a system of depth-averaged mass 
and momentum conservation equations describing the evo-
lution of the phase thickness hv(r, t) and the depth-averaged 
phase velocity ūv(r, t) in an undersaturated granular flow

for the particle and fluid phases, respectively, where �v is the 
phase volume fraction which is assumed to be constant for 
both phases and obey the relation �f = 1 − �p . g is the gravi-
tational acceleration acting parallel to the z-direction, �b is 
the basal friction coefficient, � is the density ratio between 
the two phases such that � = �f∕�p , and k is the permeability 
of the granular phase where k = (�3

f
d2)∕(180�2

p
) as defined 

by Carman’s equation [41] which has been shown to agree 
well with studies investigating the dynamics of sediments 
and bed-load transport [42, 43]. The influence of particle 

(1)𝜕thp + 𝜕r(hpūp) = −
hpūp

r
,

(2)𝜕thf + 𝜕r(hf ūf ) = −
hf ūf

r
,

(3)

�t(hpūp) + �r
(

hpū2p +
1
2
gh2p

)
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hpū2p
r
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ūp
|ūp|

ghp
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hf
hp

)

+
�f�2

f

�p�pk
min(hf , hp)(ūf − ūp),

(4)
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(
hf ū

2
f
+

1

2
gh2

f

)

= −
hf ū

2
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r
+

𝜂f𝜙f

𝜌f k
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Fig. 3  Sketch of a 2-D slice of 
an undersaturated granular col-
lapse modelled as two coupled 
continuum phases
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size on the dynamics is incorporated within the permeability 
term.

Consistent with previous studies [e.g. 27, 28], we assume 
that �p corresponds to a critical solid volume fraction �c , 
which we take to be the average solid volume fraction of 
the granular material before collapse. Accordingly, we set 
�p = �c = 0.61 and �f = (1 − �c) = 0.39. While acknowl-
edging that the assumption of a constant �v is not valid during 
the later stages of the collapse (as depicted in Fig. 2), it serves 
as a reasonable simplification for the initial acceleration phase 
when the column is predominantly undergoing free-fall. To 
further improve computational efficiency, we approximate 
the ūp∕|ūp| term in equation 3 with tanh(ūp∕u∗) , where u∗ = 
10−3 m s−1 is a velocity scale below which the granular friction 
is approximated as viscous. Finally, we set �b to 0.8 where we 
discuss the rationale for this value in § 3.4.

3.2  Behaviour of the model in limiting cases

The model can be reduced to the familiar case of a singular 
granular phase by taking hf = 0. On the other hand, if the 
limit hp = 0 is applied, we obtain a similar solution describ-
ing the motion of a singular fluid phase. However, since 
�f = 1 − �p and �p is a constant, the volume of fluid per unit 
azimuthal angle predicted by the model would be inexact. 
Hence, for flow cases where both phases are present, regions 
of the flow that are comprised of only the fluid phase will 
be volumetrically incorrect. We can avoid this issue for the 
case of a purely fluid column collapse by setting �f = 1 as 
in § 3.4.

In the case of a two-phase system, given that the inter-
action force between the phases remains finite, as k → 0, 
ūp → ūf  for all t. This implies that for the initial configura-
tion of the physical experiments conducted by Webb et al. 
[32], which corresponds to a granular material that is just 
saturated, it is possible to say that hp = hf = h(r, t) . There-
fore, by multiplying the mass and momentum continuity 
equations of each phase by their respective densities, �v , and 
then summing the results, the model reduces to the equations 
of motion for a single phase.

Another interesting limiting case is when we consider 
the drainage of the fluid phase out of a low permeability 
static granular phase by setting ūp = 0 and assuming k is 
small. The resulting model describes the motion of a slow 
fluid whose momentum depends only on the fluid pressure 
gradient and the phase interaction force. This system can be 
written as follows

(5)𝜕t(hf ) + 𝜕r(hf ūf ) = 0,

(6)𝜕r

(
1

2
gh2

f

)
=

𝜂f𝜙f

𝜌f k
hf (−ūf ).

Rearranging equation 6 for ūf  and substituting the result into 
equation 5, we reassuringly recover the vector form of the 
Dupuit-Boussinesq aquifer flow relation [e.g. 44]

where K = (g�f k)∕�f  is the hydraulic conductivity of the 
granular phase.

3.3  Numerical method

The spatial discretization of equations 1–4 was carried out 
using the second-order central-upwind scheme developed by 
Kurganov and Petrova [45] for solving the Saint-Venant sys-
tem of equations. A 0.5 m test domain was discretised into 
1000 cells, resulting in a cell width Δr = 5 × 10−4 m. Given 
that the column expands into regions where no grains are 
initially present, it was important to ensure that the model 
was positivity preserving, i.e., capable of handling the transi-
tion between cases where hv ≠ 0 and hv = 0 [27]. To achieve 
this, the more sophisticated cell boundary depth correction 
algorithm of Chertock et al. [46] was employed. An explicit 
second-order Runge–Kutta method was implemented to 
discretise the system in time. To ensure the stability of the 
scheme, a CFL number of 0.2 was used. The system’s phase 
data was stored at time intervals Δt = 1 × 10−3 s.

3.4  Regularisation of vertical velocity components

To begin to assess the validity of the model, we start by 
conducting a comparison with the experimental findings 
for a single fluid phase only collapse (i.e. �f = 1 and �p = 
0). For the numerical model, we define the instantaneous 
phase front position rv(t) as the largest radial distance where 
hv(r, t) > 0.1 mm while the definition for the experimental 
case remains the same as in Webb et al. [32]. Similarly, we 
introduce the normalised phase runout length r∗

v
 , defined as 

the normalised difference between the instantaneous position 
of the phase front and the initial column radius (rv − r0)∕r0.

A comparison of the numerical and experimental tempo-
ral evolution of r∗

f
 for purely fluid columns across all tested 

values of g is visualised in Fig. 4. In the experimental case, 
the visibility of the collapsing column is initially obstructed 
by the steel cylinder used to construct it, causing a delay 
between the release of the column and the captured motion 
of the phase fronts in the camera footage. To address this 
issue, the numerical evolution of r∗

f
 has been shifted to align 

with the experimental signal by setting the r∗
f
 at t = 0 for the 

numerical signal to the r∗
f
 for the experimental signal at t = 0 

for each respective collapse test. This alignment approach 
was compared against the manual determination of the 

(7)�f �t(hf ) =
1

2
g
�f k

�f
∇2(h2

f
) =

K

2
∇2(h2

f
),
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cylinder’s release time by analysing the collapse images. The 
comparison indicated that both methods yielded similar 
results in terms of the magnitude of the temporal offset. 
However, unlike the fitting approach, manually identifying 
the release time of the column was prone to human error, 
which could introduce significant variations in the magni-
tude of the temporal offset. This was more of an issue for the 
the higher g tests where the duration of the collapses are 
relatively short compared to the frequency of image capture, 
which remained constant and, therefore, independent of the 
applied gravitational force.

It is evident from Fig. 4 that the velocity of the fluid phase 
front in the numerical model is significantly higher than that 
observed in the corresponding experimental data at all val-
ues of g. This is to be expected since the initial configura-
tion of the fluid columns does not meet the shallow depth 
assumption crucial to the model’s derivation, namely a ≪ 
1 does not hold, and equations 3 and 4 do not incorporate 
terms accounting for the vertical acceleration of the two 
phases or their subsequent dissipation upon impact with the 
horizontal plane [47]. We note that, if a Chézy style basal 
drag term were added for the fluid phase, it would decel-
erate the simulated fluid phase front, whereas the experi-
mental fluid fronts accelerate over the spreading distances 
considered.

In order to address this issue, we implemented the mass 
‘raining’ scheme as described in Larrieu et al. [47]. Origi-
nally designed for a singular granular phase, the scheme 
divides the flow into two distinct components. The first com-
ponent consists of a shallow layer of material that spreads 
horizontally, with a height smaller than that of the experi-
mental column being simulated. The second component, 
known as the ‘rain’, is gradually introduced to the flow over a 

specific duration equivalent to the free-fall of the column. By 
incrementally adding mass, the injected potential energy into 
the modelled system is significantly reduced compared to 
the potential energy of the complete column. Consequently, 
the effects of energy dissipation during the collapse can be 
mimicked in the model.

In our study, we extend the application of this scheme 
to both the granular and fluid phases. The adjusted initial 
configuration of each phase, denoted as v = p, f  , can be char-
acterised by its initial radius r0 , and initial height hv,1 = Crr0 . 
Thus, the progressive supply of mass to the flowing material 
in each phase is quantified using a phase-specific volume 
flux per unit area

up to a time related to the free-fall of the specific column 
phase tv,ff =

√
2(hv,0 − hv,1)∕g . Accordingly, the mass con-

servation equations 1 and 2 become

for the fluid and particle phases, respectively. Following Lar-
rieu et al. [47], no source term was added to the momentum 
equations, as it is assumed that the mass is added with no 
horizontal momentum (i.e. in a state of free-fall).

A comparison between the temporal evolution of r∗
f
 for 

purely fluid columns at all tested values of g for both 

(8)qv(r, t) =

{
gt for 0 ≤ r ≤ r0
0 for r > r0,

(9)𝜕thp + 𝜕r(hpūp) = −
hpūp

r
+ qp,

(10)𝜕thf + 𝜕r(hf ūf ) = −
hf ūf

r
+ qf .

Fig. 4  Comparison of the 
numerical and experimental 
temporal evolution of the 
normalised average fluid runout 
length r∗

f
 with time t for purely 

fluid column collapses for all 
values of g 
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numerical models and the experimental data is shown in 
Fig. 5. For the numerical model utilising Larrieu et al’s. 
mass rainfall scheme (i.e. mass conservation equations 9 and 
10), the value of Cr has been varied.

As in Fig. 4, the numerical evolution of r∗
f
 has been offset 

from the experimental signal to ensure that r∗
f
 at t = 0 for both 

signals is equal for each respective collapse test. Firstly, The 
temporal evolution of r∗

f
 by the numerical model employing 

the mass rainfall scheme matches the results of the original 
scheme when Cr = 0.93 (see Fig. 5). This is because, when 
Cr = a , hv,0 = hv,1 resulting in no mass being added to the ini-
tial system as tv,ff = 0. It is also shown that adjusting the phase 
mass conservation equations significantly improves the agree-
ment between the model and experiments regardless of the 
value of Cr.

To ensure consistency, a Cr value of 0.05 is used from this 
point on as it provides the best compromise for simulating tests 
at all g levels. Larrieu et al. [47] found that using Cr ≤ a had 
no effect on the long-term spreading dynamics of the collapse. 
Therefore, the range of Cr values considered here only affects 
short-term spreading dynamics.

Finally, we adopt the assumption that �b = 0.8 based on the 
coefficient determined Larrieu et al. [47] who used it to repro-
duce the runout scaling laws proposed in previous works [33, 
48] for a dry axisymmetric granular column collapse (where 
�f = 0 and �p = 1). This coefficient is notably high and may 

be attributed to the lack of consideration of interior flow dis-
sipation mechanisms in shallow water models.

4  Calibration assessment

4.1  Runout

After tuning the model parameters using purely fluid col-
lapse test data, we proceed to evaluate the model’s ability 
to describe the collapse of granular-fluid mixtures by com-
paring the temporal evolution of r∗

f
 and r∗

p
 with experimen-

tal results for all values of d and g.
By considering the pre-collapsed column configuration, 

we can characterise the modeled system using both dimen-
sionless parameters, � and a, and three dimensional param-
eters, g, h0 and �f∕(�d2) , where � represents the effective 
column density � = �p�p + �f �f  [32]. These dimensional 
parameters can be combined to yield another dimension-
less group, denoted as B = (gd4�2)∕(h0�

2
f
) , which is analo-

gous to the square of the ratio of the column Bond Bo and 
Capillary Ca numbers (Bo∕Ca)2 . Webb et al. [32] found 
Bo∕Ca to be a key parameter in the prediction of the maxi-
mum phase front velocity.

Considering that a remains constant and � exhibits 
only minor variations of approximately 8 % across the 

Fig. 5  Comparison of the two numerical schemes, the original and 
the one now utilising the mass introduction scheme of Larrieu et al. 
[47], and experimental temporal evolution of the normalised average 
fluid runout length r∗f  with time t for purely fluid column collapses 

with varying values of Cr for (a) g = 9.81 m s−2 , (b) g = 45.22 m s−2 , 
(c) g = 137.64 m s−2 and (d) g = 275.45 m s−2
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parameter space under investigation, we plot the runout 
evolution of the numerical simulations in dimensionless 
r∗
v
− t∗ space. Here, t∗ represents the ratio between t and 

the characteristic column inertial timescale 
√
h0∕g . This 

approach yields a family of curves primarily determined 
by the value of B (Fig. 6). Specifically, when B ≪ 1 , it 
corresponds to tightly coupled grains and fluid, wherein 
the collapse is governed by drag forces. On the other hand, 
when B ≫ 1 it indicates nearly independent behaviour 
between the grains and fluid phases.

To ensure consistency, we have, again, offset the numer-
ical time signal from the experimental time signal. Both 
the fluid and particle phases have been offset by the same 
time period, such that their r∗

f
 values are equal at t∗ = 0. 

This strategy enables the numerical fluid and particle run-
out time series to remain in phase.

The overall evolution of a collapsing mixture, previ-
ously reported by Webb et al. [32] and many other authors 
[e.g. 49, 50], is successfully replicated in the model 
(Fig.  6). The collapse consists of acceleration, quasi-
steady, and retardation stages, with the duration of each 
stage primarily controlled by g, with each stage duration 
decreasing as g increases. The simulations also partially 
reproduce the particle-size-dependent (i.e., pore space 
dependent) behaviour observed in the experiments. Spe-
cifically, the model incorporates a permeability-dependent 
interaction term in equations 3 and 4 to exhibit the effects 
of granular capillarity, resulting in the fluid phase front of 
a collapse containing a coarser particle phase (i.e., larger 

d) achieving higher peak velocities and separating itself 
further from the particle phase front [32].

The runout distances predicted by the model for both 
phases overestimate those measured experimentally for 
every test case. However, it is evident that, for a given g, the 
performance of the model improves as d decreases. Given 
that the volume of the granular phase is constant across all 
of the experiments, this is likely due to the collapses with 
a granular phase consisting of smaller particles, contain-
ing more particles. Hence, it is more appropriate to model 
the granular phase as a continuum. Moreover, the model’s 
prediction of the final runout and the temporal evolution of 
the particle phase improves as g increases. This is because 
capillary interaction between particles becomes less signifi-
cant as the particle inertia increases with g [38]. We do not 
model capillary interactions, hence model and experiment 
become more closely matched at higher g.

The omission of capillary forces likely contributes to 
the significant overestimation of the separation between the 
phase fronts during the collapse. To address this effect, it 
would be worthwhile to explore the incorporation of the 
Capillary number Ca into the phase interaction term, as 
a means to consider the influence of grain-scale surface 
tension effects [32]. However, investigating this aspect is 
beyond the scope of the present study.

Additionally, the assumption of a constant fluid velocity 
profile with flow depth (i.e., plug flow), and the omission of 
a fluid drag term, does not consider the increased viscous 
stress imposed on the fluid by the horizontal plane as the 
fluid depth reduces, resulting in a more turbulent flow [51], 
which is the case during a significant portion of the collapse 

Fig. 6  Comparison of the numerical and experimental temporal evolution of the normalised phase runout length r∗
v
 with normalised time t∗ for 

collapses containing a particle phase at (a) g = 9.81 m s−2 , (b) g = 45.22 m s−2 , (c) g = 137.64 m s−2 and (d) g = 275.45 m s−2
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spreading stage. Nevertheless, the reduction in the separa-
tion between the two phases as g increases is encouraging, 
suggesting that particle inertial (i.e. d) effects become less 
dominant with increased scale, given that the macro-scale 
dynamics of geophysical-scale debris flow behaviour are 
primarily driven by gravitational and viscous forces [13].

4.2  Velocity

In this section, we compare the temporal evolution of 
the phase front velocity uv for both the experimental and 
numerical test cases. The normalised phase front velocity 
u∗
v
= uv∕

√
hv,0g is presented against t∗ for all collapses con-

taining a particle phase and all values of g in Fig. 7 where, 
again, the numerical simulation for each test has been offset 
from the experimental data in the time domain. As discussed 
in § 4.1, Fig. 7 demonstrates that the experimental evolution 
of both phases throughout the collapses, for all values of d 
and g, comprises three distinct stages of motion, including a 
steady state. In contrast, the simulated collapse fronts never 
appear to reach a steady state of motion. Similar to the the 
temporal evolution of r∗

v
 , the peak velocities of the phase 

fronts observed in the experiments were lower than those 
predicted by the simulations for all test cases. Although the 
simulations reasonably modelled the time after collapse ini-
tiation when these peak velocities occur, they tended to be 
faster than those observed in the experiments. We attribute 
the discrepancies between the simulation and experimen-
tal results for the temporal evolution of u∗

v
 primarily to the 

continuum modelling assumption and the resulting trans-
fer and dissipation of granular momentum, particularly for 
larger particle sizes.

Analysing the collapses in u∗
v
− t∗ space further highlights 

the interference of the steel column on the acceleration stage 
of the experimental collapses. A particle size-dependent 
lag, where the granular phase front begins to move, was 
observed for all values of g, and the magnitude of the lag 
increased with d. This result is due to the larger particle 
sizes being trapped by the rising column for longer since 
the speed at which the column is lifted is proportional to 
g. The lifting speed of the column was designed to comply 
with Sarlin et al.’s [52] criterion, which defines a thresh-
old lift velocity that prevents the release mechanism from 
influencing the dynamics of a collapsing dry granular phase. 
Contrary to the suggestion of Li et al. [53], we found that 
this criterion cannot be lowered for a granular material in 
the initially just-saturated condition. Although increasing the 
mass of the counterweight used to lift the column could have 
achieved greater column lifting speeds, it would likely have 
an adverse effect on the release of the granular material due 
to the increased viscous stresses induced between the inner 
walls of the cylinder and the saturated granular mixture. This 
effect is discussed in detail in § 5.1.

Since the particle phase is initially held stationary by the 
rising column, the initial discharge of the fluid phase is 
highly dependent on the capillarity of the granular phase (i.e. 
d). Hence, the peak value of u∗

f
 during the acceleration stage 

Fig. 7  Comparison of the numerical and experimental evolution of 
the normalised phase front velocity u∗

v
 with normalised time t∗ where 

(a)–(d) v = f  and (e)–(h) v = p for collapses containing a parti-

cle phase at g = 9.81 m s−2 ((a), (e)), g = 45.22 m s−2 ((b), (f)), g = 
137.64 m s−2 ((c), (g)) and g = 275.45 m s−2 ((d), (h))
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increases with d at all values of g. As found by Webb et al. 
[32], the dependency on d is not as prominent at g = 
9.81 m s−2 as surface tension effects have a large influence 
on the initial fluid front velocity at low g. The influence of 
d increases as g increases to 45.22 m s−2 and begins to 
reduce for subsequent increases in g as gravitational and 
viscous forces begin to dominate flow dynamics.

5  Fluid pressure

With the model parameters calibrated to best match the 
experimental runout data, we will use these settings to pre-
dict the evolution of basal fluid pressure at the column’s cen-
tre and compare it to the corresponding observations from 
the physical experiments.

5.1  Experimental pressure signal reduction

Upon collapse initiation, the significant acceleration of the 
steel cylinder relative to the initial motion of the collaps-
ing mixture induces viscous shear stresses between the two 
surfaces that are capable of partially lifting the collapse 
material. This causes the fluid pressure being applied to the 
pressure sensor at the base of the column P to drop and 
subsequently rise when the weight of the collapsing material 
overcomes the viscous shear stresses impeding its down-
ward motion. This experimental discrepancy appears to 
have no influence on the pressure variation observed dur-
ing the initial dilation of collapsing material containing a 
granular phase, which was investigated previously [32], as 
it occurs after the pressure spike associated with the dilative 
motion of the collapsing mixture and over a much longer 
timescale. The duration of this effect is largely dependent 
on the column composition. For purely fluid collapses, the 
column’s influence dissipates t ≈

√
h0∕g after collapse ini-

tiation. However, for collapses containing a granular phase, 
the effect is prolonged, and increases with decreasing d, due 
to the capillary action introduced by the presence of a granu-
lar matrix.

As these complexities are not indicative of an initially 
unconstrained collapse, and would not be replicated within 
the numerical model, the pressure time series for each test 
was reduced to remove these effects by only considering 
pressure data after which the collapsing mixture had lost 
contact with the steel column. This also limits the contribu-
tion of the flow’s vertical acceleration on the pressure meas-
urement. As was the case in Webb et al. [32], only pressure 
data from the collapses undertaken at g = 45.22 m s−2 and 
g = 137.64 m s−2 were considered, as pressure measurements 
were not recorded for tests undertaken at g = 275.45 m s−2 
and the pressure signals for tests where g = 9.81 m s−2 
had significant signal-to-noise ratios. Unfortunately, the 

sensor was damaged during the test with d = 2 mm and g = 
137.64 m s−2 , and therefore had to be removed from the 
dataset.

In line with the previous work, a fourth-order low-pass 
Butterworth filter with a cutoff frequency fc = 100 Hz was 
employed to filter the pressure signal for each test. To 
determine the time at which the mixture no longer made 
contact with the steel column, multiple steps were taken. 
First, the pressure time series was normalised with respect 
to the hydrostatic pressure of the column before collapse 
P = �f ghf ,0 to obtain P∗ = P∕P . Next, a surrogate signal was 
constructed that only included the data points corresponding 
to the last time when the signal was roughly equal to a con-
stant A, where A ranged from 0.001 to 0.99 in increments of 
0.001. Consequently, the surrogate signal decreased between 
each data point and did not increase with time. By using a 
lower threshold value of A = 0.3, the largest difference in 
time between consecutive points in the surrogate signal was 
identified as the time during which the column lifting effects 
were significant. As a result, the start of the reduced signal 
was set as the first data point after this prolonged time differ-
ence. Finally, the endpoint of the reduced signal was identi-
fied as the start of the longest concurrent subsequence during 
which the dimensionless pressure gradient P∗∕t∗ , remained 
below the selected threshold gradient B = 0.1.

The normalised reduced pressure data was fitted to a 
three-parameter exponential curve

where a, b and c are constants. This fitting procedure ena-
bles a trend to be extrapolated, which is useful for directly 
comparing the pressure time series of different collapse tests 
(see Fig. 8). As the reduced signal began at an average nor-
malised pressure of P∗

r
= 0.45 ± 0.03, we consider pressure 

trends up to P∗ = 0.5 . Given the satisfactory representation 
of the experimental data by the exponential fit, we hence-
forth refer to the fitted trend as the experimental data.

5.2  Numerical pressure signal reduction

Since the numerical model assumes shallow-water condi-
tions, the basal fluid pressure at the centre of the column 
during the simulated collapse tests is determined by the 
equation P = �f ghf |r=r0∕2 . The utilisation of Larrieu et al.’s 
[47] mass ‘raining’ scheme results in the basal fluid pressure 
prior to collapse initiation P0 = CrP . During the collapse 
tests, the injection of fluid phase mass into the system causes 
P to increase gradually until it reaches a value of approxi-
mately 0.8P at t = tf ,ff  before dissipating as expected for 
an unconstrained collapse. To enable a direct comparison 
between the model predictions and experimental findings, 
we only analysed the basal fluid pressure data from each 

(11)P∗ = a exp (−bt∗) + c,
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simulation starting from the time when P = 0.5P for the 
final time.

5.3  Definition of pressure dissipation

Before comparing the numerical and experimental pres-
sure time series, it is crucial to understand the constraints 
imposed by the data collection process on our analysis. Typi-
cally, the dissipation of fluid pressure is considered from a 
Lagrangian reference frame, where the time series records 
the evolution of pressure for a fixed ‘packet’ of the flow dur-
ing collapse [51]. This approach allows you to analyse how 
internal flow deformations, such as particle suspension and 
no suspension within the fluid phase, promote the generation 
or dissipation of non-hydrostatic pore pressures [54].

However, in practical scenarios, recording pressure data 
from a Lagrangian reference frame is often unfeasible. Previ-
ous studies have addressed such challenges in natural flows 
by measuring the fluid pressure at a fixed location in the flow 
(Eulerian reference frame) and the height of the flow’s free 
surface passing over that point H [e.g. 21]. By comparing the 
recorded pressure with the theoretical pressures of complete 
granular phase suspension ( �gH ) and sedimentation ( �f gH ), 
an estimation of the amount of suspended granular material 
within the flow can be made.

In our study, the evolution of flow height cannot be deter-
mined from the test images, which prevents the considera-
tion of excess pore pressures at the measurement location. 
However, we can assess the influence of excess pore pres-
sures within the reduced pressure signal by calculating the 
timescale of slope-normal diffusion of excess pore-fluid 
pressure (�f H2)∕(kE) , where E is the elastic bulk modulus 
of the solid–fluid mixture, which is approximated as E = 
107 Pa [38]. For our tests, the timescale values range from 
10−5 – 10−3  s, which is at least two orders of magnitude 
smaller than the time at which the reduced pressure signal 

begins (approximately 0.08 s and 0.05 s after collapse initia-
tion for tests at gravitational accelerations of 45.22 m s−2 and 
137.64 m s−2 , respectively). Therefore, it is reasonable to 
assume that all excess pore pressures have dissipated before 
the reduced pressure signal is captured. Consequently, the 
remaining fluid pressure component within the reduced sig-
nal can be assumed to be hydrostatic and dependent only on 
the height of fluid above the sensor location.

Based on these assumptions, and as described by the 
numerical model, the temporal evolution of the reduced 
pressure signal corresponds to the spreading of fluid away 
from the centre of the column. Thus, when referring to pres-
sure dissipation, we mean the reduction in hydrostatic pres-
sure in the Eulerian reference frame due to the spreading of 
the fluid phase away from the pressure sensor.

5.4  Comparison of pressure dissipation

The temporal evolution of the reduced normalized basal 
fluid pressure at the centre of the column P∗ , obtained from 
the physical experiments, is shown in Fig. 9. The figure indi-
cates that, in general, for a given g, the rate of pressure dis-
sipation increases with increasing pore space (i.e. increasing 
d). Collapse tests that involve only a fluid phase, correspond-
ing to an infinite pore space (or d = 0 mm), act as an upper 
bound for the experiments that contain a granular phase.

The collapses involving 8 mm particles may experience a 
lower rate of pressure dissipation due to the column release 
mechanism. As shown in Fig. 7, a substantial amount of fluid 
drained out of the granular skeleton while it was restrained 
by the column. This would lead to a higher initial pressure 
drop, resulting in a slower rate of dissipation over the dura-
tion of the pressure signal under consideration.

In contrast, the residual value of P∗ at t = 0.25 s also 
exhibits a dependence on d but, increases as d decreases. 
This trend is likely attributable to the smaller pore spaces 

Fig. 8  The raw and fitted 
experimental temporal evolution 
of the reduced dimensionless 
basal fluid pressure at the centre 
of the column p∗ with time t at 
(a) g = 45.22 m s−2 and (b) g = 
137.64 m s−2
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and increased capillary forces, which make it more diffi-
cult for the fluid to escape from the granular phase, result-
ing in higher residual fluid pressures at the collapse centre. 
Conversely, for tests involving larger particle sizes (i.e. 6 
and 8 mm), the residual pressure at the centre of the col-
umn approached 0, which was also the case for the pure 
fluid collapses.

Encouragingly, the patterns observed in the evolution 
of P∗ with t, as depicted in Fig. 10, through the numeri-
cal model, display similar correlations with g and d. The 
incorporation of a d-dependent interaction term leads to 
an increase in the rate of pressure dissipation with increas-
ing d, for a given g. Although the model forecasts residual 
pressures at t = 0.25 s that grow with decreasing d, they 
do not approach 0 for larger particle sizes. Additionally, 
in all scenarios, the residual pressure is overestimated by 
the model, likely due to the assumption of a continuous 
granular phase, which results in an overestimation of the 
magnitude of the interaction term and the selection of a 

high �b value, which was necessary to reduce the phase 
front velocities.

Comparison of the numerical simulations to the experi-
mental results by constraining g, as shown in Fig. 11, dem-
onstrates that in all cases, similar to the temporal evolution 
of u∗

v
 , the predicted rate of pressure dissipation by the model 

is higher than that observed in the experiments. It is proba-
ble that this inconsistency is mainly due to the assumption of 
a hydrostatic pressure distribution and neglecting the vertical 
accelerations experienced by both constituent phases during 
the initial collapse of the column, which would increase the 
force and subsequently the pressure, applied to the horizon-
tal plane located at the basal surface.

In order to evaluate the pressure scaling relations pre-
dicted by the model, it is essential to compare the experi-
mental and numerical results in P∗ − t∗ space, as illustrated 
in Fig. 12. As the only source of momentum transfer for the 
fluid phase is via its interaction with the granular phase, it 
is reassuring to observe that the experimental and numerical 

Fig. 9  Experimental temporal 
evolution of the reduced dimen-
sionless basal fluid pressure at 
the centre of the column P∗ with 
time t for varying d and g 

Fig. 10  Simulated temporal 
evolution of the reduced dimen-
sionless basal fluid pressure at 
the centre of the column P∗ with 
time t for varying d and g 
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curves for the purely fluid collapses (i.e. d = 0 mm) con-
ducted at different g levels approximately collapse onto 
single curves, respectively. This reaffirms that, within the 
tested parameter range, the dissipation of basal fluid pressure 
during fluid column collapses is predominantly determined 
by the magnitude of g, while particle size effects play a sec-
ondary role.

Additionally, analysing the data in P∗ − t∗ space dem-
onstrates that for a specific particle size, the pressure 
dissipation curve’s gradient for the experimental data 
increases with increasing g, which is the opposite of the 
trend predicted by the numerical model. This opposing 
scaling in P∗ − t∗ space implies that the interaction term 
utilized in the model does not reflect the observed scaling 
behaviour for basal fluid pressure dissipation, emphasiz-
ing the need for further investigation of the underlying 
mechanisms at play.

6  Discussion

The dynamic complexity of debris flows, in part, arising 
from their spatially and temporally evolving composition, 
results in significant challenges when modelling these 
phenomena. As such, numerical models that attempt to 
capture the diversity of flow behaviours observed in field-
scale flows can become intractable [12] and, therefore, 
unsuitable for the development of effective hazard mitiga-
tion strategies. Hence, obtaining a greater understanding 
of the interaction between the fluid and granular phases 
constituting the flow is crucial to developing appropriate 
modelling assumptions that lead to cost-effective predic-
tive methodologies.

In the present study, a two-phase depth averaged 
model was proposed to capture the essential grain-fluid 

Fig. 11  Numerical and experi-
mental temporal evolution of 
the reduced dimensionless basal 
fluid pressure at the centre of 
the column P∗ with time t for 
varying d at (a) g = 45.22 m s−2 
and (b) g = 137.64 m s−2

Fig. 12  (a) Numerical and (b) 
experimental temporal evolution 
of the reduced dimension-
less basal fluid pressure at the 
centre of the column P∗ with 
normalised time t∗ for vary-
ing d and g = 45.22 m s−2 and 
137.64 m s−2
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interaction processes observed during the fluid-saturated 
granular column collapse experiments conducted by Webb 
et al. [32] using elevated g-levels to reflect the grain inertia 
in large-scale events. The grain-fluid interaction force con-
sists of a Darcy-drag style relation where the drag between 
the two phases is a function of the granular phase permea-
bility as described by Carman’s equation. The axisymmet-
ric geometry of the experimental setup was taken advan-
tage of by developing a system of equations that could be 
expressed in a conservative form using a polar coordinates 
system. The individual system of equations for both the 
fluid and granular phases can be recovered as limit cases 
of the two-phase system.

Numerical simulations of the experiments were under-
taken with the model where its spatial and temporal discreti-
sation were carried out using a second-order central-upwind 
scheme [45] and an explicit second-order Runge–Kutta 
method, respectively.

From initially comparing the numerical and experi-
mental runout results of collapses consisting of a singular 
fluid phase, it was evident that the numerical model was 
significantly overestimating the initial acceleration of the 
fluid front. This was due to the initial configuration of the 
columns not adhering to the depth averaged assumption that 
was critical to the model’s derivation. This was counteracted 
by employing the mass ‘raining’ scheme of Larrieu et al. 
[47] to incrementally introduce phase mass into the system, 
thus, eliminating the overestimation of vertical accelerations.

The ability of the tuned model was then tested by assess-
ing how well it replicated the temporal evolution of both the 
granular and fluid phase fronts for a series of just-saturated 
granular column collapse tests where both d and g were 
varied. While the model could successfully replicate the 
acceleration, quasi-steady and retardation stages of motion 
expected for an unsteady mass movement, the runout out 
distances predicted by the model overestimate those meas-
ured experimentally for every test case. The model’s perfor-
mance improved with decreasing d which is a key indication 
that this discrepancy largely emanates from the modelling 
assumption of a continuum granular phase. Moreover, it is 
important to acknowledge that this continuum approxima-
tion issue may extend to field-scale scenarios as well, as 
debris flows often transport boulders with diameters com-
parable to the flow depth. However, the model does predict 
a reduction in phase separation for a given d as g increases, 
illustrating that particle inertial effects become less domi-
nant with increased scale.

Similarly, when comparing numerical and experi-
mental temporal evolutions of the phase front velocity, 
it was hypothesised that the continuum assumption was 

responsible for the model overestimating the peak phase 
velocities. Analysing the collapse in u∗

v
− t∗ space also 

highlighted a particle-size dependent lag in the experi-
mental data that was the result of interference from the 
steel column. Crucially, the initial discharge of the fluid 
phase was found to be heavily dependent on the permeabil-
ity of the granular phase. While the influence of d on this 
effect increases to g = 45.22 m s−2 , it reduces thereafter 
as macro-scale gravitational and viscous forces become 
dominant.

In order to directly compare the experimental and 
numerical basal fluid pressure time series, both had to 
undergo a reduction process to eliminate the influence of 
the steel column being lifted and the implementation of 
the mass ‘raining’ scheme, respectively. Comparing the 
datasets in P∗ − t space clearly showed that the model was 
able to replicate the strong d and g dependencies exhibited 
within the experimental hydrostatic pressure dissipation 
curves. Specifically, for a given g, the rate of pressure dis-
sipation increases with d, while, for a given d, the rate of 
pressure dissipation increases with g.

Discrepancies in the magnitude of the pressure dissipa-
tion rate and the residual basal fluid pressures between the 
model and the experimental findings can again be reasoned 
to emanate from the assumption of a continuum granular 
phase and interference from the steel column. Addition-
ally, analysing the trends in P∗ − t∗ space revealed that 
the numerical dimensionless pressure dissipation curves 
decreased with increasing g, which opposes the trend 
observed in the experimental data. Thus, it can be deter-
mined that, while the chosen inter-phase interaction term 
allows the model to replicate the mechanisms governing 
the phase interaction at the grain-scale, it does not quite 
obtain the scaling behaviour observed experimentally.

Future extensions of the model would be focussed on 
incorporating the effects of polydispersed granular phases, 
meaning inertial and sub-inertial granular material, on 
macro-scale flow behaviour by altering the inter-phase 
interaction term. Webb et al. [55] explored the influence of 
different grain scales by conducting the same column col-
lapse experiments as Webb et al. [32], but with a particle 
phase consisting primarily of inertial grains while kaolin 
clay particles were suspended within the fluid phase. A 
scale analysis of the collapse runouts found that the quan-
tities used to characterise the phase runout were highly 
dependent on the degree of fines, as well as dimension-
less quantities that characterised the column- and inertial 
grain-scales. Further testing is required to obtain basal 
fluid pressure evolution collapse data before the model 
can be extended.
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Appendix A1 Model derivation

The appendix provides a detailed account of the process 
employed to derive the system of equations utilized in the 
present study from the equations presented by Meng et al. 
[28] who described the motion of a two-phase continuum 
flow that can exist in both an undersaturated and oversatu-
rated regime. As stated by Meng et al., this unified system, 
which describes the motion of a two phase flow within a 
Cartesian coordinates system Oxz, where x and z are the 
directions parallel and normal to the slope inclined at an 
angle � , respectively, is as follows

All variables mentioned in the main text are defined as pre-
viously described, H is a unifying variable that signifies 
the proportion of the fluid height occupied by particles, �v 
refers to phase-specific shape factors that are dependent on 
the prescribed phase velocity profile, and Sv are the phase-
specific source terms. Sp and Sf  are taken as their leading 
order approximations described by Meng et al. [28] with the 
addition of second order buoyancy effects

(A1)𝜕t(hp𝜙c) + 𝜕x(hp𝜙cūp) = 0,

(A2)𝜕t(hf (1 − 𝜙cH)) + 𝜕x(hf (1 − 𝜙cH)ūf ) = 0,

(A3)
𝜕t(hp𝜙cūp) + 𝜕x

(
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2
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2
h2
p
𝜙cg cos 𝜁
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)
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(A4)
𝜕t(hf (1 − 𝜙cH)ūf ) + 𝜕x

(
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)
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Chézy drag

+
𝜂f𝜙

2
f

𝜌f k
min(hf , hp)(ūp − ūf )
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,

where, again, all previously seen variables are defined as 
they were in the main text and Cf  is the Chézy drag coeffi-
cient. It should be noted that instead of using the difference 
in the phase streamfunction �v to help define the interphase 
coupling term, we employ the approximations 
𝜂f𝜙

2
f

𝜌pk
min(hf , hp)(ūf − ūp) and 

𝜂f𝜙
2
f

𝜌pk
min(hf , hp)(ūp − ūf ) for the 

particle and fluid phases, respectively. As we are looking to 
obtain a model which assumes that the granular phase is 
never oversaturated, inclusion of the min function is worth-
while, given that this may not be true for all numerical 
solutions.

To simplify the model, we only consider the undersatu-
rated flow regime by assuming H = 1 and also prescribe a 
plug flow velocity profile to both phases (i.e. �p = �f = 1). 
As our granular-fluid mixture spreads across a horizontal 
plane, we set � to 0. Additionally, we assume that fluid basal 
drag arising from fluid turbulence is negligible by setting 
Cf = 0 . This simplification is computationally advantageous, 
as the fluid basal friction term can become numerically chal-
lenging when approximating ūf  as the ratio between fluid 
discharge and hf  [46]. By substituting equations A5 and A6 
into equations A3 and A4, and using the conditions �p = �c , 
�f = (1 − �c) and �c is a constant, we obtain the following 
system of equations

Considering the experimental configuration, it is advanta-
geous to transform the system of equations A7–A10 from a 
Cartesian to an axisymmetric reference frame. This transfor-
mation eliminates the dependence on the polar angle [56], 
making the results applicable to flows without lateral bound-
aries, such as the case of axisymmetric collapses where the 
flow expands over an open slope, forming a fan. Utilising 
polar coordinates, we can express each non-conservative flux 

(A7)𝜕t(hp) + 𝜕x(hpūp) = 0,

(A8)𝜕t(hf ) + 𝜕x(hf ūf ) = 0,
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term K as the summation of a conservative flux term and a 
source term

where r is the radial spatial dimension. Then, the system of 
equations A7–A10 can be expressed in the following con-
servative form

The use of a conservative approach offers several advan-
tages. Firstly, it ensures the accurate preservation of mass 
and momentum conservation across phase interfaces, ena-
bling the correct representation of jump conditions [28]. 
Secondly, from a numerical perspective, employing the 
conservative formulation proves beneficial, facilitating 
more efficient and accurate solutions of the system [57]. 
The resulting system of equations A12–A15 allows us to 
predict the behaviour of the system in terms of conservative 
quantities such as hv and hvuv for each phase, respectively.
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