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Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →
∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →
∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.

I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →
∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.

I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →

∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →
∈ B9



Brauer monoids

I Let n be a positive integer.

I Write X = {1, . . . , n} and X ′ = {1′, . . . , n′}.
I Let Bn = {matchings of X ∪ X ′}

Let = the Brauer monoid of degree n.

1

1′

2

2′

3

3′

4

4′

5

5′

6

6′

7

7′

8

8′

9

9′

X →

X ′ →
∈ B9



Brauer monoids — product in Bn

Let α, β ∈ Bn. To calculate αβ:

(1) connect bottom of α to top of β,

(2) remove middle vertices and floating components,

(3) smooth out resulting graph to obtain αβ.

α =

β =

= αβ

The operation is associative, so Bn is a semigroup (monoid, etc).



Brauer monoids — product in Bn

Let α, β ∈ Bn.

To calculate αβ:

(1) connect bottom of α to top of β,

(2) remove middle vertices and floating components,

(3) smooth out resulting graph to obtain αβ.

α =

β =

= αβ

The operation is associative, so Bn is a semigroup (monoid, etc).



Brauer monoids — product in Bn

Let α, β ∈ Bn. To calculate αβ:

(1) connect bottom of α to top of β,

(2) remove middle vertices and floating components,

(3) smooth out resulting graph to obtain αβ.

α =

β =

= αβ

The operation is associative, so Bn is a semigroup (monoid, etc).



Brauer monoids — product in Bn

Let α, β ∈ Bn. To calculate αβ:

(1) connect bottom of α to top of β,

(2) remove middle vertices

and floating components,

(3) smooth out resulting graph to obtain αβ.

α =

β =

= αβ

The operation is associative, so Bn is a semigroup (monoid, etc).



Brauer monoids — product in Bn

Let α, β ∈ Bn. To calculate αβ:

(1) connect bottom of α to top of β,

(2) remove middle vertices and floating components,

(3) smooth out resulting graph to obtain αβ.

α =

β =

= αβ

The operation is associative, so Bn is a semigroup (monoid, etc).



Brauer monoids — product in Bn

Let α, β ∈ Bn. To calculate αβ:

(1) connect bottom of α to top of β,

(2) remove middle vertices and floating components,

(3) smooth out resulting graph to obtain αβ.

α =

β =

= αβ

The operation is associative, so Bn is a semigroup (monoid, etc).



Brauer monoids — product in Bn

Let α, β ∈ Bn. To calculate αβ:

(1) connect bottom of α to top of β,

(2) remove middle vertices and floating components,

(3) smooth out resulting graph to obtain αβ.

α =

β =

= αβ

The operation is associative, so Bn is a semigroup (monoid, etc).



Brauer algebras — some history

 ANNALS OF MATHEMAICS
 Vol. 38, No. 4, October, 1937

 ON ALGEBRAS WHICH ARE CONNECTED WITH THE SEMISIMPLE

 CONTINUOUS GROUPS*

 BY RICHARD BRAUER

 (Received March 5, 1937)

 1. Introduction. We consider a group (M of linear transformations in an

 n-dimensional vector space V . If a transformation G of 5 is performed, the

 components of a general tensor of rank f undergo a linear transformation Mf (G)
 and these Mf (G) form a representation Wf of 5. The investigation of 9EfD is of
 great importance for the theory of representations. In particular, we have to

 study the breaking up of Of into its irreducible constituents. When dealing
 with this question we may replace 9f by its enveloping algebra A1, i.e. the

 totality of all matrices which can be written as linear combinations of matrices of

 9f with scalar coefficients.
 Here at once the problem arises of giving a direct characterization of the

 matrices belonging to this algebra A1 . If @5 is the full linear group consisting

 of all non-singular linear transformations, we can easily give the answer. The

 matrices of Af can be characterized by certain conditions of symmetry. There
 is no essential difference between the case of this group 5 and the case of the
 unimodular group where one considers only the transformations of determinant 1.

 However, one meets with difficulties in the case of the other semisimple
 continuous groups. H. Weyl' determined the enveloping algebra A1, if (D is
 the complex group. But in his proof he had to make use of the results of the
 theory of representations for this group (M. It seems desirable to give a method
 which is independent of this theory, in order to be able to develop the theory of

 representations starting from the investigation of the algebra Af. In the case
 of the orthogonal group the direct characterization of Af has not yet been given.

 It is my aim to give an elementary method which works for all semisimple
 groups. Instead of A1 we first consider the commutating algebra B1, which
 consists of all matrices commutative with every matrix of A1. In ?2 we treat
 for any group 5 the problem of finding a basis of B1, and show that it is equiva-
 lent to the problem answered by the fundamental theorem of invariant theory.
 We may characterize A1 as the commutating algebra of B1, provided we know
 that A1 is semisimple, or in other words that the representation 9R, of 5 is
 completely reducible. This follows for a semisimple group from the general
 theory of representation, if the underlying field is the field of all real or all
 complex numbers. In ?3 a direct proof of the complete reducibility will be

 * Presented to the American Mathematical Society, September 1, 1936.
 1 Mathematische Zeitschrift 35, p. 300 (1932).
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I Brauer algebras ⊇ Temperley-Lieb algebras.

I Brauer algebras ⊆ partition algebras.

I Connections with physics and knot theory (Jones, Kauffman, Martin).

I The above are all twisted semigroup algebras.

I At the turn of century, the underlying “diagram semigroups”
were noticed by semigroup theorists.

I They’ve been studied intensively ever since.
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The second fundamental theorem of
invariant theory for the orthogonal group

By Gustav Lehrer and Ruibin Zhang

Abstract

Let V = Cn be endowed with an orthogonal form and G = O(V ) be

the corresponding orthogonal group. Brauer showed in 1937 that there is

a surjective homomorphism ⌫ : Br(n) ! EndG(V ⌦r), where Br(n) is the

r-string Brauer algebra with parameter n. However the kernel of ⌫ has

remained elusive. In this paper we show that, in analogy with the case

of GL(V ), for r � n + 1, ⌫ has a kernel which is generated by a single

idempotent element E, and we give a simple explicit formula for E. Using

the theory of cellular algebras, we show how E may be used to determine

the multiplicities of the irreducible representations of O(V ) in V ⌦r. We

also show how our results extend to the case where C is replaced by an

appropriate field of positive characteristic, and we comment on quantum

analogues of our results.

1. Introduction

Let K be a field of characteristic zero, let V = Kn be an n-dimensional

vector space with a nondegenerate symmetric bilinear form (�,�), and assume

that with respect to some basis of V , the form has matrix equal to the identity

matrix. Equivalently, there is a basis {b1, . . . , bn} such that (bi, bj) = �ij ; such

a basis is called orthonormal. The orthogonal group O(V ) is the isometry group

of this form, defined as O(V ) = {g 2 GL(V ) | (gv, gw) = (v, w) 8 v, w 2 V }.

In [3], Brauer showed that the first fundamental theorem of invariant theory

for O(V ) implies that there is a surjective map ⌫ from the Brauer algebra

Br(n) over K to EndO(V )(V
⌦r), but the fact that Br(n) is semisimple if and

only if r  n + 1 [5], [20] has complicated the determination of the kernel of ⌫

and, therefore, limited the use of this fact.

In this work we determine ker(⌫). More specifically, we show that ker(⌫)

is generated as an ideal of Br(n) by a single idempotent E, which we describe

explicitly. Using the fact that Br(n) has a cellular structure [6], we show how

this fact may be used to illuminate the Schur-Weyl duality between the actions

of O(V ) and Br(n) on V ⌦r, by using E to describe the radicals of the canonical

forms on the relevant cell modules of Br(n).

2031

I Brauer algebras ⊇ Temperley-Lieb algebras.

I Brauer algebras ⊆ partition algebras.

I Connections with physics and knot theory (Jones, Kauffman, Martin).

I The above are all twisted semigroup algebras.

I At the turn of century, the underlying “diagram semigroups”
were noticed by semigroup theorists.

I They’ve been studied intensively ever since.



Brauer algebras — some history

 ANNALS OF MATHEMAICS
 Vol. 38, No. 4, October, 1937

 ON ALGEBRAS WHICH ARE CONNECTED WITH THE SEMISIMPLE

 CONTINUOUS GROUPS*

 BY RICHARD BRAUER

 (Received March 5, 1937)

 1. Introduction. We consider a group (M of linear transformations in an

 n-dimensional vector space V . If a transformation G of 5 is performed, the

 components of a general tensor of rank f undergo a linear transformation Mf (G)
 and these Mf (G) form a representation Wf of 5. The investigation of 9EfD is of
 great importance for the theory of representations. In particular, we have to

 study the breaking up of Of into its irreducible constituents. When dealing
 with this question we may replace 9f by its enveloping algebra A1, i.e. the

 totality of all matrices which can be written as linear combinations of matrices of

 9f with scalar coefficients.
 Here at once the problem arises of giving a direct characterization of the

 matrices belonging to this algebra A1 . If @5 is the full linear group consisting

 of all non-singular linear transformations, we can easily give the answer. The

 matrices of Af can be characterized by certain conditions of symmetry. There
 is no essential difference between the case of this group 5 and the case of the
 unimodular group where one considers only the transformations of determinant 1.

 However, one meets with difficulties in the case of the other semisimple
 continuous groups. H. Weyl' determined the enveloping algebra A1, if (D is
 the complex group. But in his proof he had to make use of the results of the
 theory of representations for this group (M. It seems desirable to give a method
 which is independent of this theory, in order to be able to develop the theory of

 representations starting from the investigation of the algebra Af. In the case
 of the orthogonal group the direct characterization of Af has not yet been given.

 It is my aim to give an elementary method which works for all semisimple
 groups. Instead of A1 we first consider the commutating algebra B1, which
 consists of all matrices commutative with every matrix of A1. In ?2 we treat
 for any group 5 the problem of finding a basis of B1, and show that it is equiva-
 lent to the problem answered by the fundamental theorem of invariant theory.
 We may characterize A1 as the commutating algebra of B1, provided we know
 that A1 is semisimple, or in other words that the representation 9R, of 5 is
 completely reducible. This follows for a semisimple group from the general
 theory of representation, if the underlying field is the field of all real or all
 complex numbers. In ?3 a direct proof of the complete reducibility will be

 * Presented to the American Mathematical Society, September 1, 1936.
 1 Mathematische Zeitschrift 35, p. 300 (1932).
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only if r  n + 1 [5], [20] has complicated the determination of the kernel of ⌫

and, therefore, limited the use of this fact.

In this work we determine ker(⌫). More specifically, we show that ker(⌫)

is generated as an ideal of Br(n) by a single idempotent E, which we describe

explicitly. Using the fact that Br(n) has a cellular structure [6], we show how
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I Brauer algebras ⊇ Temperley-Lieb algebras.

I Brauer algebras ⊆ partition algebras.

I Connections with physics and knot theory (Jones, Kauffman, Martin).

I The above are all twisted semigroup algebras.

I At the turn of century, the underlying “diagram semigroups”
were noticed by semigroup theorists.

I They’ve been studied intensively ever since.



Brauer algebras — some history

 ANNALS OF MATHEMAICS
 Vol. 38, No. 4, October, 1937

 ON ALGEBRAS WHICH ARE CONNECTED WITH THE SEMISIMPLE

 CONTINUOUS GROUPS*

 BY RICHARD BRAUER

 (Received March 5, 1937)

 1. Introduction. We consider a group (M of linear transformations in an

 n-dimensional vector space V . If a transformation G of 5 is performed, the

 components of a general tensor of rank f undergo a linear transformation Mf (G)
 and these Mf (G) form a representation Wf of 5. The investigation of 9EfD is of
 great importance for the theory of representations. In particular, we have to

 study the breaking up of Of into its irreducible constituents. When dealing
 with this question we may replace 9f by its enveloping algebra A1, i.e. the

 totality of all matrices which can be written as linear combinations of matrices of

 9f with scalar coefficients.
 Here at once the problem arises of giving a direct characterization of the

 matrices belonging to this algebra A1 . If @5 is the full linear group consisting

 of all non-singular linear transformations, we can easily give the answer. The

 matrices of Af can be characterized by certain conditions of symmetry. There
 is no essential difference between the case of this group 5 and the case of the
 unimodular group where one considers only the transformations of determinant 1.

 However, one meets with difficulties in the case of the other semisimple
 continuous groups. H. Weyl' determined the enveloping algebra A1, if (D is
 the complex group. But in his proof he had to make use of the results of the
 theory of representations for this group (M. It seems desirable to give a method
 which is independent of this theory, in order to be able to develop the theory of

 representations starting from the investigation of the algebra Af. In the case
 of the orthogonal group the direct characterization of Af has not yet been given.

 It is my aim to give an elementary method which works for all semisimple
 groups. Instead of A1 we first consider the commutating algebra B1, which
 consists of all matrices commutative with every matrix of A1. In ?2 we treat
 for any group 5 the problem of finding a basis of B1, and show that it is equiva-
 lent to the problem answered by the fundamental theorem of invariant theory.
 We may characterize A1 as the commutating algebra of B1, provided we know
 that A1 is semisimple, or in other words that the representation 9R, of 5 is
 completely reducible. This follows for a semisimple group from the general
 theory of representation, if the underlying field is the field of all real or all
 complex numbers. In ?3 a direct proof of the complete reducibility will be

 * Presented to the American Mathematical Society, September 1, 1936.
 1 Mathematische Zeitschrift 35, p. 300 (1932).
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Partial Brauer monoids — product in PBX

Let α, β ∈ PBX . To calculate αβ:

(1) connect bottom of α to top of β,

(2) remove middle vertices and floating components,

(3) smooth out (and prune) resulting graph to obtain αβ.

α =

β =

= αβ

I The operation is associative, so PBX is a semigroup (monoid, etc).

I No problems with infinite X .
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Partial Brauer monoids — units and idempotents

I PBX has an identity element 1.

I Units of PBX are permutations. So G(PBX ) = SX .

1 =

α =

β =

β∗ =

I Idempotents are harder to describe.

I Dolinka, East, Evangelou, FitzGerald, Ham, Hyde, Loughlin (JCTA 2015).

Next few pages:

I Idempotents and one-sided units in infinite partial Brauer monoids

I J. Algebra 534 (2019) 427–482
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Partial Brauer monoids — products of idempotents

Theorem (inspired by Howie 1966)

Let E(PBX ) = 〈E (PBX )〉. Then

E(PBX ) =
{
α ∈ PBX : def(α) ≤ 1 and sh(α) = 0

}
∪
{
α ∈ PBX : def(α) ≥ 2 and supp(α) < ℵ0

}
∪
{
α ∈ PBX : def(α) = codef(α) ≥ max(ℵ0, sh(α))

}
.

Theorem (inspired by Fountin and Lewin 1993)

Let F(PBX ) =
〈
E (PBX ) ∪G(PBX )

〉
. Then

F(PBX ) = {α ∈ PBX : def(α) = codef(α)}.
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Theorem (inspired by Higgins, Howie, Ruškuc 1998)

I For α, β ∈ PBX as below, PBX = 〈SX , α, β〉.

I In fact, PBX = αSXβ.
I rank(PBX : SX ) = 2.

I Any generating pair for PBX modulo SX looks like α, β.

I PBX = 〈BX 〉 = B2
X .
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α = β = · · ·
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Partial Brauer monoids — one-sided units

I Consider α from the theorem(s).

I Then αβ = 1... but βα 6= 1. So 〈α, β〉 is bicyclic.
I α and β are one-sided units.

I α is a right unit (it has a right inverse).

I Right inverses are not unique: 1 = αβ = αγ = αδ = αε...

α =

β =γ =δ =ε =
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Partial Brauer monoids — one-sided units

I G(PBX ) = {units of PBX} = SX ,

I GL(PBX ) = {left units of PBX},
I GR(PBX ) = {right units of PBX}.

Theorem

I GR(PBX ) = {α ∈ PBX : dom(α) = X}

= {α ∈ PBX : def(α) = 0},
I GL(PBX ) = {α ∈ PBX : codom(α) = X}

= {α ∈ PBX : codef(α) = 0},
I PBX = 〈GL(PBX ) ∪GR(PBX )〉 = GR(PBX )GL(PBX )

= GR(BX )GL(BX ).
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I rank(GL(PBX ) : G(PBX )) = 1+ ρ,

where ρ is the number of infinite cardinals ℵ0 ≤ µ ≤ |X |.
I Generators modulo these submonoids are classified.
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G(PBX ) E(PBX )

{1}

I FL(PBX ) = 〈E (PBX ) ∪GL(PBX )〉, etc.
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FL
X FR

X

GLX FX GRX

GX EX

{1}

I FL
X = FL(PBX ), etc.



Partial Brauer monoids — submonoids
Journal of Algebra 534 (2019) 427–482

Contents lists available at ScienceDirect

Journal of Algebra

www.elsevier.com/locate/jalgebra

Idempotents and one-sided units in infinite partial 
Brauer monoids

James East
Centre for Research in Mathematics; School of Computing, Engineering and 
Mathematics, Western Sydney University, Locked Bag 1797, Penrith, NSW 2751, 
Australia

a r t  i c l e i n f o a b s t  r a c t

Article history:
Received 21 July 2018
Available online 21 June 2019
Communicated by Volodymyr 
Mazorchuk

Dedicated to Dr Des FitzGerald on 
the occasion of his 70th birthday

MSC:
20M20
20M10
20M17
05E15

Keywords:
Diagram monoids
Partial Brauer monoids
Partition monoids
Idempotents
Units
Rank
Relative rank
Sierpiński rank
Semigroup Bergman property

We study monoids generated by various combinations of 
idempotents and one- or two-sided units of an infinite partial 
Brauer monoid. This yields a total of eight such monoids, 
each with a natural characterisation in terms of relationships 
between parameters associated to Brauer graphs. We calculate 
the relative ranks of each monoid modulo any other such 
monoid it may contain, and then apply these results to 
determine the Sierpiński rank of each monoid, and ascertain 
which ones have the semigroup Bergman property. We also 
make some fundamental observations about idempotents and 
units in arbitrary monoids, and prove some general results 
about relative ranks for submonoids generated by these sets.

© 2019 Elsevier Inc. All rights reserved.

E-mail address: J.East@WesternSydney.edu.au.

https://doi.org/10.1016/j.jalgebra.2019.05.034
0021-8693/© 2019 Elsevier Inc. All rights reserved.

430 J. East / Journal of Algebra 534 (2019) 427–482

Table 1
Summary and location of the main results. Any result concerning GLX or FLX leads to dual results concerning 
GRX or FRX . Here, X is an infinite set, and ρ denotes the number of infinite cardinals not exceeding |X|.

Lemma 4.1 Description of GLX and GX
Theorem 5.8 Description of EX
Theorem 6.1 Description of FX
Theorem 6.6 Description of FLX

Theorem 4.7 rank(PBX :GX) = 2
Theorem 4.9 rank(PBX :GLX) = 1
Theorem 5.12 rank(PBX : EX) = 2
Theorem 6.3 rank(PBX :FX) = 2
Theorem 7.1 rank(PBX :FLX) = 1

Theorem 7.6 rank(FLX :FX) = 1 + ρ

Theorem 7.7 rank(FLX : EX) = 2|X|

Theorem 7.14 rank(FLX :GLX) = 2 + 2ρ
Theorem 7.17 rank(FLX :GX) = 3 + 3ρ

Theorem 6.5 rank(FX : EX) = 2|X|

Theorem 6.16 rank(FX :GX) = 2 + 2ρ

Theorem 4.12 rank(GLX :GX) = 2 + 2ρ

Theorem 8.3 Bergman/Sierpiński in PBX
Theorem 8.8 Bergman/Sierpiński in all other monoids

a natural number n such that every countable subset of S is contained in a subsemigroup 
generated by n elements, in which case the least such n is the Sierpiński index.

The current article furthers the above body of work in several directions. Our main 
motivating examples are the infinite partial Brauer monoids PBX ; these will be defined 
in Section 3, where we also explain why there are no infinite full Brauer monoids. As 
well as extending the results of [14,15] to PBX , we introduce new techniques for work-
ing with submonoids generated not just by idempotents and two-sided units, but also 
by idempotents and one-sided units; the latter tend to have much more complicated 
structures (for one thing, they are not regular if there are one-sided units that are not 
two-sided; see Remark 2.10 below). We also develop a general theory of idempotents and 
one-sided units in arbitrary monoids; we hope this will be useful in subsequent studies. 
This general theory is expounded in Section 2, which also gives definitions and back-
ground on semigroups and monoids in general. The partial Brauer monoids PBX are 
introduced in Section 3, as well as a number of parameters (sets and cardinals) associ-
ated to the elements of PBX , and we prove a number of inequalities related to these. 
Sections 4–7 study the submonoids of PBX generated by all combinations of one- or 
two-sided units and/or idempotents; in these sections, we characterise the elements of 
each monoid, calculate the relative ranks of each one modulo any other such monoid it 
may contain, and classify the minimal-size generating sets modulo any such submonoid. 
Section 8 calculates the Sierpiński rank of each monoid, and determines which of them 
have the semigroup Bergman property; a centrepiece of this section is a proof (modelled 
on an ingenious argument of Hyde and Péresse [38]) that the Sierpiński rank of PBX
is equal to 2. The main results, and their locations, are summarised in Table 1, which 
uses the shorthand notation for the various submonoids of PBX we consider: EX denotes 
the idempotent-generated submonoid; GX is the group of units; GLX (respectively, GRX) 
is the monoid of all left (respectively, right) units; FX is the monoid generated by all 
idempotents and two-sided units; and FLX (respectively, FRX) is the monoid generated by 
all idempotents and left (respectively, right) units.

Throughout, we denote the set of natural numbers by N = {0, 1, 2, . . .}. We use the 
! symbol to denote disjoint union. When we list the elements of a set as {x1, x2, . . .}



Partial Brauer monoids —Sierpiński and Bergman

Theorem (inspired by Maltcev, Mitchell and Ruškuc)

PBX has the Bergman property:

I the length function is bounded for any generating set.

Theorem (inspired by Hyde and Péresse)

For infinite X , PBX has Sierpiński rank 2:

I any countable subset of PBX is contained in a 2-generated
subsemigroup.
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Partial Brauer monoids —Sierpiński and Bergman

Theorem

For infinite X :

I SR(EX ) =∞,

I SR(GLX ) = SR(GRX ) = SR(FX ),

=

{
2n + 6 if |X | = ℵn, where n ∈ N
∞ if |X | ≥ ℵω,

I SR(FL
X ) = SR(FR

X ) =

{
3n + 8 if |X | = ℵn, where n ∈ N
∞ if |X | ≥ ℵω.

I None of EX ,GLX ,GRX ,FX ,FL
X ,FR

X have the Bergman property.
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Monoids

For a monoid M, let

I E(M) = 〈E (M)〉
I G(M) = {units of M}

I GL(M) = {left units of M}
I GR(M) = {right units of M}

I F(M) = 〈E (M) ∪G(M)〉 I GLR(M) = 〈GL(M) ∪GR(M)〉

I FL(M) = 〈E (M) ∪GL(M)〉
I FR(M) = 〈E (M) ∪GR(M)〉
I FLR(M) = 〈E (M) ∪GL(M) ∪GR(M)〉

I I(M) = M

I O(M) = {1} I All are submonoids of M.
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Submonoids
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FL(PBX ) FR(PBX )

GL(PBX ) F(PBX ) GR(PBX )

G(PBX ) E(PBX )

{1}

I WTFLR?

I Earlier theorem: PBX = GLR(PBX ) = FLR(PBX )!
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Functors

I LetM be the (monoidal) category of monoids.

I E :M→M : M 7→ E(M) is a (monoidal) functor.

I G :M→M : M 7→ G(M) is too.

I So are all the rest.

I Quiz: GL(GL(M)) = G(M)! ...... GL ◦GL = G.

I Quiz: E(E(M)) = E(M)! ...... E ◦ E = E.

I E(G(M)) = {1} = G(E(M)). ...... E ◦G = G ◦ E = O.

I X ◦ I = X = I ◦ X and X ◦O = O = O ◦ X for any X.

I So we have a monoid of functors,

F = {O,E,G,GL,GR ,GLR ,F,FL,FR ,FLR , I}............ right?
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Composing functors

◦ O E G GL GR GLR F FL FR FLR I
O O O O O O O O O O O O
E O E O O O E E E E E
G O O G G G G G G G G G
GL O O G G G GL G G G GL GL

GR O O G G G GR G G G GR GR

GLR O O G G G GLR G G G GLR GLR

F O E G G G F F F F F
FL O E G G G F F F FL FL

FR O E G G G F F F FR FR

FLR O E G G G GLR F F F FLR FLR

I O E G GL GR GLR F FL FR FLR I

I Are these really new functors? ............ Yes!

I Now do we have a monoid of functors,

............ Yes!

F = {O,E,G,GL,GR ,GLR ,F,FL,FR ,FLR ,Q,P,PL,PR , I}?
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I So F = {O,E,G,GL, . . . , I} is a monoid...... and |F | ≤ 15.
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O(M) = {1}

= M

I The above are all distinct for M = G × B0 × N.

I So |F | = 15............ inspired by Cromars Fish Shop...
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The structure of F
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G(M) Q(M)
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O(M)

L (M)

I

FLR

FL GLR FR

PL F PR

GL P GR E

G Q

O

F



The lattice L (M)

I For a monoid M, define

L (M) =
{
X(M) : X ∈ F

}
=
{
O(M),E(M),G(M),GL(M), . . . , I(M)

}
.

I |L (M)| ≤ 15.

I If M is a group, then L (M) =
{
{1},M

}
.

I If M is idempotent-generated, then L (M) =
{
{1},M

}
.

I What else could L (M) be?

I Observation: GL(M) = G(M)⇔ GR(M) = G(M).

I L (M) simplifies greatly for such M.



The lattice L (M)

I For a monoid M, define

L (M) =
{
X(M) : X ∈ F

}

=
{
O(M),E(M),G(M),GL(M), . . . , I(M)

}
.

I |L (M)| ≤ 15.

I If M is a group, then L (M) =
{
{1},M

}
.

I If M is idempotent-generated, then L (M) =
{
{1},M

}
.

I What else could L (M) be?

I Observation: GL(M) = G(M)⇔ GR(M) = G(M).

I L (M) simplifies greatly for such M.



The lattice L (M)

I For a monoid M, define

L (M) =
{
X(M) : X ∈ F

}
=
{
O(M),E(M),G(M),GL(M), . . . , I(M)

}
.

I |L (M)| ≤ 15.

I If M is a group, then L (M) =
{
{1},M

}
.

I If M is idempotent-generated, then L (M) =
{
{1},M

}
.

I What else could L (M) be?

I Observation: GL(M) = G(M)⇔ GR(M) = G(M).

I L (M) simplifies greatly for such M.



The lattice L (M)

I For a monoid M, define

L (M) =
{
X(M) : X ∈ F

}
=
{
O(M),E(M),G(M),GL(M), . . . , I(M)

}
.

I |L (M)| ≤ 15.

I If M is a group, then L (M) =
{
{1},M

}
.

I If M is idempotent-generated, then L (M) =
{
{1},M

}
.

I What else could L (M) be?

I Observation: GL(M) = G(M)⇔ GR(M) = G(M).

I L (M) simplifies greatly for such M.



The lattice L (M)

I For a monoid M, define

L (M) =
{
X(M) : X ∈ F

}
=
{
O(M),E(M),G(M),GL(M), . . . , I(M)

}
.

I |L (M)| ≤ 15.

I If M is a group, then L (M) =
{
{1},M

}
.

I If M is idempotent-generated, then L (M) =
{
{1},M

}
.

I What else could L (M) be?

I Observation: GL(M) = G(M)⇔ GR(M) = G(M).

I L (M) simplifies greatly for such M.



The lattice L (M)

I For a monoid M, define

L (M) =
{
X(M) : X ∈ F

}
=
{
O(M),E(M),G(M),GL(M), . . . , I(M)

}
.

I |L (M)| ≤ 15.

I If M is a group, then L (M) =
{
{1},M

}
.

I If M is idempotent-generated, then L (M) =
{
{1},M

}
.

I What else could L (M) be?

I Observation: GL(M) = G(M)⇔ GR(M) = G(M).

I L (M) simplifies greatly for such M.



The lattice L (M)

I For a monoid M, define

L (M) =
{
X(M) : X ∈ F

}
=
{
O(M),E(M),G(M),GL(M), . . . , I(M)

}
.

I |L (M)| ≤ 15.

I If M is a group, then L (M) =
{
{1},M

}
.

I If M is idempotent-generated, then L (M) =
{
{1},M

}
.

I What else could L (M) be?

I Observation: GL(M) = G(M)⇔ GR(M) = G(M).

I L (M) simplifies greatly for such M.



The lattice L (M)

I For a monoid M, define

L (M) =
{
X(M) : X ∈ F

}
=
{
O(M),E(M),G(M),GL(M), . . . , I(M)

}
.

I |L (M)| ≤ 15.

I If M is a group, then L (M) =
{
{1},M

}
.

I If M is idempotent-generated, then L (M) =
{
{1},M

}
.

I What else could L (M) be?

I Observation: GL(M) = G(M)⇔ GR(M) = G(M).

I L (M) simplifies greatly for such M.



The lattice L (M)

I For a monoid M, define

L (M) =
{
X(M) : X ∈ F

}
=
{
O(M),E(M),G(M),GL(M), . . . , I(M)

}
.

I |L (M)| ≤ 15.

I If M is a group, then L (M) =
{
{1},M

}
.

I If M is idempotent-generated, then L (M) =
{
{1},M

}
.

I What else could L (M) be?

I Observation: GL(M) = G(M)⇔ GR(M) = G(M).

I L (M) simplifies greatly for such M.



When GL(M) = G(M) = GR(M)
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Q(M)

= {1}

= M
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F(M)

G(M) E(M)

{1}

Theorem: all are realised by some M .
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Thank you

I Idempotents and one-sided units in infinite partial Brauer monoids

I J. Algebra 534 (2019) 427–482

I A semigroup of functors on the category of monoids

I Coming soon...


